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LA EXPLICABILIDAD DE LA IA (XAI) COMO IMPERATIVO CATEGORICO
PARA LA SEGURIDAD JURIDICA Y LA INTEGRIDAD ETICA

Al explainability (XAI) as a categorical imperative for legal
certainty and ethical integrity

RESUMEN

La creciente incorporaciéon de sistemas de inteligencia artificial opacos en decisiones puablicas y privadas
plantea un problema estructural para los derechos humanos: la imposibilidad de conocer las razones detras
de decisiones automatizadas erosiona la dignidad humana, vulnera el debido proceso y debilita la seguridad
juridica. El objetivo del articulo es demostrar que la explicabilidad (xai) constituye un imperativo categérico
para garantizar la legitimidad ética y juridica de la ia en contextos de alto impacto. Metodoldgicamente, se
desarrolla un enfoque interdisciplinario que articula un analisis filoséfico-normativo (dignidad kantiana e
injusticia epistémica), revision juridico-comparada de jurisprudencia critica (State v. Loomis, syri, Delive-
roo) y un estudio técnico de herramientas de explicabilidad (lime, shap, contrafactuales) como instrumentos
de auditoria y control. Los resultados evidencian que la opacidad algoritmica genera tres efectos sistémicos:
cosificacién del individuo, al ser reducido a un vector de datos; afectacién estructural al derecho de defensa,
al impedir impugnar la légica de decisién; y discriminacién indirecta derivada de variables proxy invisi-
bles. Asimismo, los casos comparados muestran que la ausencia de explicabilidad permite que el secreto
comercial prevalezca sobre garantias procesales, mientras que los modelos transparentes fortalecen el equi-
librio entre eficacia administrativa y derechos fundamentales. El estudio concluye que la ia solo puede ser
compatible con un orden constitucional democratico si incorpora mecanismos robustos de explicabilidad

orientados no solo a describir el funcionamiento técnico, sino a justificar normativamente las decisiones.
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La xai emerge asi como una condicién estructural de legitimidad y el
fundamento indispensable para la responsabilidad y confianza pabli-

ca en sistemas algoritmicos.

Palabras clave: debido proceso; discriminacion indirecta; explicabili-

dad algoritmica; responsabilidad tecnolégica.

ABSTRACT

The increasing incorporation of opaque artificial intelligence sys-
tems in public and private decisions poses a structural problem for
human rights: the inability to know the reasons behind automated
decisions erodes human dignity, violates due process, and weakens le-
gal certainty. The aim of this article is to demonstrate that explainabi-
lity (xai) constitutes a categorical imperative to guarantee the ethical
and legal legitimacy of ai in high-impact contexts. Methodologically,
an interdisciplinary approach is developed that articulates philoso-
phical-normative analysis (Kantian dignity and epistemic injustice),
a comparative legal review of critical jurisprudence (State v. Loomis,
syri, Deliveroo), and a technical study of explainability tools (lime,
shap, counterfactuals) as instruments of auditing and control. The re-
sults show that algorithmic opacity generates three systemic effects:
the objectification of the individual by reducing them to a data vector;
structural impact on the right to a defense by preventing challenges
to the decision-making logic; and indirect discrimination stemming
from invisible proxy variables. Furthermore, the compared cases
show that the lack of explainability allows trade secrecy to prevail
over procedural guarantees, while transparent models strengthen the
balance between administrative efficiency and fundamental rights.
The study concludes that ai can only be compatible with a democratic
constitutional order if it incorporates robust explainability mechanis-
ms aimed not only at describing the technical operation, but also at
normatively justifying the decisions. xai thus emerges as a structural
condition of legitimacy and as the indispensable foundation for pu-

blic accountability and trust in algorithmic systems.

Keywords: algorithmic explainability; due process; indirect discrimi-

nation; technological accountability.
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1. INTRODUCCION

a integracion de la inteligencia

artificial (14) en los estratos fun-

damentales de la toma de deci-

siones sociales, legales y médi-

cas ha precipitado una crisis de
legitimidad sin precedentes en la historia
de la técnica. A diferencia de las revolu-
ciones industriales precedentes, que au-
tomatizaron la fuerza fisica, la revolucién
algoritmica automatiza el juicio cognitivo
y normativo. Sin embargo, la prevalencia
de modelos de aprendizaje profundo (Deep
Learning) y redes neuronales complejas ha
dado lugar al fenémeno de la “caja negra”
(black box): sistemas cuya construcciéon
interna es tan opaca o compleja que sus
procesos de inferencia resultan inescru-
tables, incluso para sus propios creadores
(London, 2019).

Esta opacidad difiere radicalmente de la
ignorancia técnica tradicional. No se trata
simplemente de que el c6digo sea privado
(secreto comercial) o dificil de leer para
un lego. Se trata de una barrera epistémi-
ca fundamental: en las redes neuronales
profundas, la relacién entre la entrada
(input) y la salida (output) no sigue reglas
logicas lineales programadas por un hu-
mano, sino que emerge de millones de
ajustes de parametros autodidactas. Esto
crea una paradoja regulatoria: tenemos
sistemas que funcionan con una eficacia
estadistica asombrosa, pero cuyas razones

para actuar son ininteligibles, rompiendo
la cadena de causalidad necesaria para la
atribucion de responsabilidad juridica.

Este informe técnico, elaborado desde
una perspectiva multidisciplinaria que
fusiona la tecno-ética, la filosofia del de-
recho y la regulacién comparada, sostiene
la tesis de que la Explicabilidad de la In-
teligencia Artificial (xar) no es meramente
una funcionalidad técnica deseable o un
“lujo” de ingenieria. Por el contrario, la
XAI constituye un requisito indispensable
para la preservacién de la seguridad juri-
dica y la integridad ética.

La tensién dialéctica actual se debate
entre dos argumentos polares: el “Argu-
mento del Humano Terrible” (Awful Hu-
man Argument), que justifica la automati-
zacién opaca basandose en la falibilidad
y los sesgos cognitivos humanos, y el “Ar-
gumento de Mejor Juntos” (Better Together
Argument), que aboga por una simbiosis
donde la maquina aumente la capacidad
humana (Binns et al., 2018). Sin embargo,
esta investigaciéon demuestra que sin una
explicabilidad robusta, la colaboracién es
ilusoria y la automatizacién se convierte
en una forma de dominacién arbitraria.

La tensién dialéctica actual es critica.
Por un lado, el “Argumento del Humano
Terrible” sugiere que, dado que los jueces
humanos tienen hambre, celos, prejuicios
y dias malos, deberiamos preferir la con-
sistencia fria de la maquina, incluso si es
opaca. Por otro lado, el “Argumento de Me-
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jor Juntos” propone una simbiosis donde
la 14 detecta patrones que el humano igno-
ra, y el humano aporta el contexto moral
que la 14 no comprende. Sin embargo, esta
investigacién demuestra que sin una ex-
plicabilidad robusta (xai), la colaboracién
del “Mejor Juntos” es una ficcién, ya que
el humano no colabora con la maquina,
pues simplemente se subordina a ella por
falta de argumentos para contradecirla.

A través del analisis de jurisprudencia
internacional critica —como State v. Loo-
mis en Estados Unidos, syr: en los Paises
Bajos y el caso Deliveroo en Italia— y la
evaluaciéon de marcos normativos emer-
gentes, como la a1 Act de la Unién Europea
y los estandares 1eee P7000, este documen-
to desglosa cémo la opacidad algoritmica
erosiona el debido proceso, facilita la in-
justicia epistémica y crea “zonas de defor-
macién moral”, donde la responsabilidad
se diluye. La transicion de modelos de
“caja negra” a sistemas de “caja de cristal”
(glass-box) o, al menos, justificables, se pre-
senta como el desafio regulatorio definito-
rio de nuestra era.

Para fundamentar esta tesis, el presente
informe se estructura en tres ejes. Prime-
ro, examinamos la dimensién ontolégica
y ética (secciones 2 y 4), analizando cémo
la opacidad vulnera la dignidad humanay
facilita la discriminacién. Segundo, abor-
damos la dimension legal y de seguridad
juridica (secciones 3 y 5), contrastando la
jurisprudencia critica, como Loomis y syri,

para ilustrar la tension entre la eficiencia
y el debido proceso. Finalmente, explora-
mos la dimensién bioética y de confianza
publica (secciones 6 y 7), proponiendo la
transicion de la mera “explicacién técni-
ca” a la “justificacién normativa” como el
nuevo estandar de oro para la inteligencia
artificial democratica.

2. ELIMPERATIVO ETICO

El primer eje critico de esta investigaciéon
no es técnico, sino ontolégico. Refiere al
estatus del ser humano frente a la maqui-
na que lo evalua, clasifica o sentencia. La
ética de la 14, a menudo trivializada en lis-
tas de principios vagos, debe anclarse en
una defensa robusta de la dignidad huma-
na contra la cosificacion algoritmica.

La filosofia moral kantiana establece
una distincién categérica que resulta vital
para la tecno-ética moderna:

En el reino de los fines, todo tiene un
precio o una dignidad. Lo que tiene un
precio puede ser sustituido por algo
equivalente; lo que, en cambio, se halla
por encima de todo precio y, por tanto,
no admite nada equivalente, tiene dig-
nidad (Wiirde). (Maki-Kuutti, Raisamo y
Vakkuri, 2021, p. 3).

La adopcién de sistemas de 14 opacos en
la gestion de asuntos humanos amena-
za con colapsar esta distinciéon. Cuando
un algoritmo reduce a un individuo a un
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vector de datos (data points) y toma deci-
siones que alteran su vida, basdndose en
correlaciones estadisticas invisibles, el
sujeto es tratado como un medio para un
fin (eficiencia administrativa, maximiza-
cién de beneficios, seguridad predictiva)
y no como un fin en si mismo. La falta de
explicabilidad priva al individuo de la ca-
pacidad de comprender las razones de su
tratamiento, eliminando la posibilidad de
consentimiento racional o disenso funda-
mentado, caracteristicas esenciales de la
agencia moral (Maki-Kuutti et al., 2021).

Recientes marcos regulatorios, como la
Ley de 14 de la ue (Reglamento 2024/1689),
han comenzado a incorporar la dignidad
como un valor aspiracional y un derecho
positivo amenazado por practicas de 14,
como la manipulacién subliminal, el nud-
ging (empujoncito) coercitivo y la vigilan-
cia biométrica (Keeling, 2024). La dignidad
exige que el ser humano no sea objeto de
un proceso computacional opaco, sino su-
jeto de un procedimiento inteligible. Sin
xal, la interaccién humano-maquina se
degrada a una relacién de objeto a sujeto,
donde la maquina “actia” y el humano
“padece”.

Mas alla de la dignidad intrinseca, la
opacidad algoritmica genera una forma
especifica y perniciosa de dafio ético: la
injusticia epistémica. Este concepto, origi-
nado en la filosofia social de Miranda Fric-
ker y adaptado al contexto tecnoldgico,
describe el dafo que sufren los individuos

en su capacidad como sujetos de conoci-
miento (knowers) (Alami et al., 2024); por
ello, es importante mencionar:

Primero, se produce cuando se otorga
un exceso de credibilidad a la salida del
algoritmo (percibido como objetivo, ma-
tematico y neutral), mientras se devalia
sistematicamente el testimonio o la expe-
riencia vivida del sujeto afectado (Alami et
al., 2024); por ello, es dable considerar:

a) Mecanismo: un “déficit de credibilidad”
injustificado se asigna al humano fren-
te ala maquina.

b) Ejemplo: un sistema de deteccion de
fraude en prestaciones sociales marca
a un ciudadano como sospechoso. Aun-
que el ciudadano presente pruebas de
su honestidad, la “autoridad” de la se-
nal algoritmica prevalece, y el ciudada-
no es tratado con sospecha a priori. La
opacidad del sistema impide al ciuda-
dano desafiar la base epistémica de la
acusacion, silenciando efectivamente
su testimonio (Alami et al., 2024).

Segundo, se produce cuando la opaci-
dad del sistema impide que los afectados
comprendan siquiera la naturaleza de su
desventaja, privindoles de los recursos
conceptuales necesarios para dar sentido
a su experiencia (Viljoen y Wenger, 2024).
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a) Mecanismo: se crea una “laguna epis-
témica” donde la discriminacién o el
error son invisibles e ininteligibles.

b) Contexto: si una 14 de contratacion re-
chaza sistematicamente a mujeres cua-
lificadas debido a una correlacién ocul-
ta (por ejemplo, brechas en el historial
laboral debido a la maternidad, codifi-
cadas como “falta de compromiso”), las
candidatas pueden percibir su rechazo
como un fracaso personal. Carecen de
la explicacién causal (el sesgo del mo-
delo) que les permitiria interpretar su
situacién como una injusticia estructu-
ral en lugar de una insuficiencia indivi-
dual (Alami et al., 2024).

La respuesta a este imperativo ético se
ha cristalizado en estandares internacio-
nales que elevan la transparencia a princi-
pio rector. El marco “Ethically Aligned De-
sign” del IEEE (Estdndar P7000) posiciona
la transparencia no como una caracteris-
tica técnica, sino como un pilar para ga-
rantizar los derechos humanos y el bien-
estar (ieee Standards Association, 2019).
El ieee introduce la nocién de que la base
de una decisién de un sistema auténomo
debe ser siempre “descubrible” (discovera-
ble). Esto implica una trazabilidad desde
el disefio hasta el despliegue, asegurando
que los operadores sean responsables y
rindan cuentas (Verityar, 2024).

Paralelamente, la Recomendacién sobre
la Etica de la Inteligencia Artificial de la

Unesco (adoptada por 193 Estados miem-
bros) establece la “Transparencia y Expli-
cabilidad” como uno de sus diez principios
centrales (Unesco, 2021). La Unesco subra-
ya que la explicabilidad es fundamental
para garantizar que los sistemas de 14 no
socaven los derechos humanos y las li-
bertades fundamentales. Es notable que
la Unesco vincula explicitamente la falta
de transparencia con la imposibilidad de
auditar violaciones de derechos huma-
nos, haciendo de la xar una condicién sine
qua non para la gobernanza democratica
(Unesco, 2022).

3. SEGURIDAD JURIDICA

Es el principio que garantiza que el dere-
cho sea conocido, previsible y aplicable
con certeza. La introduccién de algorit-
mos predictivos opacos en el sistema ju-
dicial y administrativo plantea un desafio
directo a este principio, creando lo que
académicos como Danielle Citron han de-
nominado la necesidad de un “debido pro-
ceso tecnologico” (Citron, 2019).

Si en la seccién anterior establecimos
que la opacidad algoritmica lesiona la
dignidad del sujeto moral, en esta secciéon
analizaremos como erosiona las garantias
del sujeto legal. La dignidad humana, tra-
ducida al lenguaje procesal, se manifiesta
en el derecho ala defensa y al contradicto-
rio. Sin embargo, la seguridad juridica —
la certeza sobre como y por qué se aplica
la ley— enfrenta una amenaza existencial
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cuando el “juez” o el “evaluador” adminis-
trativo opera bajo una légica inescrutable.

El debido proceso exige que cuando el
Estado priva a una persona de vida, liber-
tad o propiedad, debe proporcionar una
notificaciéon adecuada y una oportunidad
significativa para ser escuchado. ;Puede
haber una “oportunidad significativa” de
defensa si la evidencia en contra del acu-
sado es una puntuacién de riesgo genera-
da por un algoritmo secreto?

La investigacién destaca que la 14 viola el
debido proceso procedimental si el gobier-
no se niega a revelar las razones de una
decision automatizada (fianza, beneficios
sociales, estatus migratorio) (Citron, 2019).
Los sistemas de “caja negra” convierten
el proceso legal en un ejercicio kafkiano,
donde el acusado lucha contra una légica

invisible. La “autenticidad de la evidencia”
y la “credibilidad de los testigos” (en este
caso, el testigo digital) se ven socavadas
si no se puede interrogar al algoritmo so-
bre sus tasas de error, sus datos de entre-
namiento y sus sesgos latentes (Siegel y
Klein, 2024).

El caso State v. Loomis (2016) ante la Corte
Suprema de Wisconsin es paradigmatico
de la tensién entre propiedad intelectual
corporativa y derechos constitucionales
(Harvard Law Review, 2017). Lo anterior se
puede sintetizar en la tabla 1.

Este fallo tuvo consecuencias que se ex-
tienden mucho mas alld de Wisconsin. Al
validar el uso de proxies de riesgo opa-
cos bajo el escudo del secreto comercial,
la Corte senté un precedente peligroso:
la propiedad intelectual corporativa fue

Tabla 1.

Categoria

Descripcion técnico-juridica

Hechos

Eric Loomis fue condenado utilizando como uno de los insumos una puntuacién
de riesgo de reincidencia generada por el software propietario compas. El acusado
alegé violacion al debido proceso, al no poder acceder al algoritmo para verificar su
precision, su validez cientifica o los posibles sesgos derivados de su entrenamiento,
dada la naturaleza cerrada y comercialmente protegida del sistema (Washington,

2019).

Fallo

La Corte Suprema de Wisconsin resolvié que el uso de compas no vulnera el debido
proceso si se cumplen condiciones minimas: 1) que la puntuacién no sea el elemen-
to determinante Gnico en la sentencia; 2) que exista una advertencia escrita para
los jueces sobre las limitaciones metodoldgicas del sistema; y 3) que se reconozca

su caracter evaluador de riesgos grupales y no individuales (Supreme Court of Wis-
consin, 2016).

Criticay
analisis
doctrinal

La decisién ha sido fuertemente cuestionada por legitimar la opacidad algoritmica.
La Corte privilegi6 el secreto comercial por encima del derecho de defensa y del
control epistémico del imputado sobre la evidencia utilizada en su contra. La utili-
dad de las “advertencias” ha sido puesta en duda ante el sesgo de anclaje: 1a etiqueta
“alto riesgo” influye en la decision judicial, incluso si se advierte sobre sus limita-
ciones. El caso revela una afectacion a la seguridad juridica, donde la eficiencia
administrativa se antepone a la transparencia y a los estindares de debido proceso
(Harvard Law Review, 2017).

La explicabilidad de la IA (XAI) como imperativo categérico para la seguridad juridica y la integridad ética
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priorizada por encima del derecho fun-
damental del acusado a confrontar la evi-
dencia en su contra. Loomis ilustra una
“seguridad juridica debilitada”, donde el
sistema prioriza la eficiencia administra-
tiva sobre la transparencia radical, dejan-
do al individuo indefenso ante una caja
negra que define su libertad.

En contraste directo, el caso syr (2020)
en los Paises Bajos representa el triunfo
de la transparencia como precondicién de
legalidad (Rachovitsa, 2022), que se puede
leer en la tabla 2.

A diferencia de Loomis, el caso syrr es-
tablece una doctrina de “transparencia

como precondiciéon de legalidad”. El tri-
bunal reconocié que la asimetria de in-
formacion era tan severa que rompia el
equilibrio justo entre el Estado y el ciu-
dadano. La implicacién profunda de este
fallo es que la eficacia de un algoritmo
para detectar fraude es irrelevante si su
funcionamiento no puede ser auditado
publicamente. El syri nos ensefia que en
un Estado de derecho no basta con que la
decisién sea correcta, pues el camino para
llegar a ella debe ser visible. Dicho analisis
se visualiza en la tabla 3.

Por otra parte, la Unién Europea ha in-
tentado codificar estas lecciones en la Ley

Tabla 2.

Categoria

Descripcion técnico-juridica

Hechos

El gobierno de los Paises Bajos implementé el Sistema de Indicacién de Ries-

go (syri) para detectar fraudes en prestaciones de seguridad social mediante

el cruce masivo y automatizado de datos provenientes de multiples agencias

publicas. Diversas organizaciones de la sociedad civil interpusieron una de-

manda al considerar que el sistema generaba un esquema de vigilancia des-
proporcionado y opaco hacia la ciudadania.

Fallo

El Tribunal de Distrito de La Haya declaré que la normativa que sustentaba
el syri violaba el articulo 8 del Convenio Europeo de Derechos Humanos, al
afectar ilegitimamente el derecho a la vida privada. El tribunal sostuvo que
la arquitectura legal que permitia el funcionamiento del syrt no cumplia los
estandares minimos de proteccién frente a la injerencia estatal en datos per-
sonales (Rachovitsa, 2022).

Fundamento
juridico y argu-
mentativo

El tribunal no proscribi6 el uso estatal de algoritmos, pero enfatizé que el syri
carecia de transparencia verificable, impidiendo a las personas conocer las
razones por las cuales eran clasificadas como riesgos. Esta asimetria infor-
macional rompia el “equilibrio justo” entre el interés publico en combatir el

fraude y los derechos fundamentales de los individuos. La opacidad tecnolé-
gica anulaba la posibilidad de defensa efectiva, configurando una violacién
estructural del Estado de derecho (Van Bekkum y Borgesius, 2021).

Implicacién doc-
trinal

El caso establece que la transparencia algoritmica constituye un requisito
constitucional para la legalidad de sistemas de vigilancia administrativa
intensiva. El syri se convierte asi en un precedente europeo clave que afirma
que la legitimidad del uso estatal de 1a requiere inteligibilidad y auditabilidad
de lalégica de decision.
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chos relevantes

penal. El acusado no pudo conocer
la 16gica del algoritmo ni cuestio-
nar su validez cientifica.

Tabla 3.
Criterio State v. Loomis (2016, EE. UU.) SYRI (2020, Paises Bajos)
Uso judicial de compas, un sistema Impl .. 1 del si d
ropietario de evaluacién de riesgo fuplementacion estatal del sistema SyRi para de-
Contexto y he- P tectar fraudes a partir del cruce masivo de datos.

Ciudadania afectada sin posibilidad de conocer
criterios de clasificacion.

Problema juridi-
co central

Tension entre el secreto comercial
y el derecho al debido proceso y
defensa efectiva.

Tension entre la vigilancia algoritmica estatal y
el derecho a la vida privada (art. 8 ceph).

Decision judicial

La Corte valido el uso de compas con
advertencias y limites, sin exigir
transparencia plena.

El tribunal declaro ilegal el sistema por falta de
transparencia y proporcionalidad.

Estandar apli-
cado

Aceptacién de herramientas opa-
cas, siempre que no sean el factor
determinante y se advierta al juzga-
dor sobre sus limitaciones.

Exigencia de “transparencia verificable” como
condicién para la legalidad del tratamiento au-
tomatizado de datos.

Acceso del afec-
tado a la légica
algoritmica

Negado: prevalece el secreto comer-
cial del desarrollador.

Requerido: la persona debe poder comprender
por qué fue clasificada como riesgo.

Impacto en el
debido proceso/
defensa

Debilitado: el acusado no puede
refutar la evidencia algoritmica ni
conocer sus tasas de error.

Fortalecido: el tribunal considera indispensable
la posibilidad de defensa frente a decisiones
automatizadas.

Peso otorgado
a los derechos
fundamentales

Derechos procesales subordinados
a la eficiencia judicial y a la propie-
dad intelectual.

Prevalencia del derecho a la vida privada y al
Estado de derecho sobre la eficiencia adminis-
trativa.

Implicacién doc-

Precedente que legitima la opaci-
dad algoritmica y normaliza la evi-

Precedente europeo que establece la transparen-

trinal dencia no auditable. cia algoritmica como requisito constitucional.
Modelo de Py »
Caja negra tolerada” con adver- “rns R . . .
gobernanza o . Caja de cristal” obligatoria; algoritmos audita-
. s tencias; confianza en el operador A ; o
tecnoldgica que e ot bles, inteligibles y sujetos a control judicial.
fomenta humano sin inteligibilidad.

Fuente: elaboraciéon propia.

de Inteligencia Artificial. El Reglamento
clasifica ciertos usos (como la evaluacién
de riesgo en justicia penal o acceso a ser-
vicios publicos) como de “Alto Riesgo”, im-
poniendo obligaciones estrictas de trans-
parencia (Henriksen, 2024).

El articulo 14 introduce el requisito de
“Vigilancia Humana” (Human Oversight).

Exige que los sistemas se disefien de tal
manera que los humanos puedan “enten-
der adecuadamente las capacidades y li-
mitaciones” del sistema y monitorear su
operacion para detectar anomalias (Euro-
pean Union, 2024).

Sin embargo, el analisis critico sugiere
que este articulo podria crear una “tram-

La explicabilidad de la IA (XAI) como imperativo categérico para la seguridad juridica y la integridad ética
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pa legal”. Al transferir la responsabilidad
de la supervision al operador humano (el
“humano en el bucle”), sin garantizar que
la 1 sea técnicamente explicable, se corre
el riesgo de crear una figura de paja que
valida decisiones opacas sin entenderlas
realmente (Eu a1 Act, 2024). La regulacién
exige transparencia, pero su efectividad
dependerd de si se implementa como
mera documentacién técnica o verdadera
inteligibilidad para el operador.

4.JUSTICIA ALGORITMICA Y LA AU-
DITORIA DE LA DISCRIMINACION

La justicia algoritmica busca asegurar la
equidad (fairness) y la no discriminacién
en las decisiones automatizadas. La opaci-
dad de las cajas negras es el mayor obsta-
culo para este fin, ya que permite que los
sesgos se oculten bajo capas de compleji-
dad matematica.

Existe la creencia errénea de que un al-
goritmo es justo sino utiliza variables pro-
tegidas (raza, género) explicitamente. Sin
embargo, a través de variables proxy (c6-
digo postal, historial de navegacion), los
modelos de Deep Learning pueden recons-
truir estas categorias y discriminar con
alta precision (Barocas & Selbst, 2017). Sin
XAI, estos sesgos permanecen invisibles
hasta que producen dafio masivo.

Para ello, el caso del Tribunal de Bolonia
contra la plataforma de reparto Delive-
roo (2020) es ilustrativo de cémo la falta
de contexto y explicabilidad conduce a la

discriminacién laboral (Aloisi y De Stefa-
no, 2021), el cual se puede explicar de la
siguiente manera (tabla 4).

El caso Deliveroo cristaliza el concepto
de injusticia hermenéutica discutido an-
teriormente. El algoritmo “Frank” no esta-
ba programado para discriminar, simple-
mente estaba programado para ser ciego
al contexto humano (enfermedad, huelga).
Esta “ceguera” técnica se tradujo en una
discriminacién real. Este caso demuestra
que la neutralidad algoritmica es un
mito: un sistema que no puede explicar ni
entender las razones detras de una accién
humana (contexto) inevitablemente
penalizara los comportamientos legitimos
que se desvian de la norma estadistica.

Para combatir estos sesgos, las herra-
mientas técnicas de xar deben reconfigu-
rarse como instrumentos de auditoria

moral y legal (tabla 5).

5.RESPONSABILIDAD MORAL
Y LEGAL

La atribucién de responsabilidad (liability)
es uno de los problemas méas espinosos en
la regulacion de la 1. ¢Quién es responsa-
ble cuando una 14 auténoma causa dano?
La falta de explicabilidad rompe la cadena
causal necesaria para establecer negligen-
cia o dolo.

La antropdloga Madeleine Elish acufi6 el
término “Moral Crumple Zone” (Zona de
Deformacién Moral) para describir un fe-
némeno inquietante en sistemas comple-
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Tabla 4.

Categoria

Descripcion técnico-juridica

Hechos

El Tribunal de Bolonia examino el sistema algoritmico “Frank”, implementado por
Deliveroo para evaluar la “fiabilidad” de los repartidores mediante puntuaciones
que condicionaban su acceso a turnos prioritarios. El algoritmo reducia la califica-
cion de quienes cancelaban turnos con menos de veinticuatro horas de anticipa-
cion, sin diferenciar las causas, lo que impactaba directamente en sus condiciones
de trabajo (Aloisi y De Stefano, 2021).

Funcionamiento
del algoritmo

“Frank” operaba bajo un modelo de analisis uniforme que penalizaba toda cance-
lacién sin tomar en cuenta factores contextuales. Esto implicaba una evaluacién
automatizada puramente correlacional: cualquier cancelacién equivalia a menor
fiabilidad, sin distinguir entre decisiones voluntarias y causas protegidas legalmen-
te (enfermedad, huelga, fuerza mayor).

Problema juridico
identificado

La “ceguera contextual” del algoritmo —incapacidad para reconocer razones le-
gitimas— gener6 un trato desigual injustificado. Al no incorporar justificaciones
relevantes, el sistema producia efectos discriminatorios contra repartidores que
ejercian sus derechos fundamentales, pese a que los trataba formalmente igual (Cli-
fford Chance, 2021).

Fallo

El Tribunal de Bolonia determiné que el sistema constituia discriminacién indirec-
ta, al penalizar desproporcionadamente a trabajadores protegidos por causas legal-
mente reconocidas. Ordenoé que la puntuacién algoritmica dejara de considerar las

cancelaciones sin distinguir su motivacién, al violar derechos laborales basicos.

Leccién para xar

El caso evidencia que la “neutralidad algoritmica” es un mito: un sistema que no
contextualiza reproduce injusticias estructurales. Una arquitectura explicable y
auditable habria permitido detectar ex ante, un criterio de evaluacién incompatible
con los derechos laborales fundamentales. La xa1 se convierte asi en herramienta de
prevenciéon de discriminacién y garantia de debido proceso algoritmico.

Fuente: elaboracién propia.

Tablas.

Herramienta xa1

Descripcion técnica

Aplicacién
juridico-normativa

Funcion en la
justicia algoritmica

LIME (Local
Interpretable
Model-agnostic
Explanations)

Genera modelos lineales locales
que aproximan el comporta-
miento del modelo complejo en
torno a una instancia concreta.
Explica como variables especifi-
cas influyeron en un resultado
individual (Liu, 2024).

Permite identificar la razén
concreta por la cual una
persona recibi6 una decisiéon
adversa (rechazo de crédito,
clasificacién de riesgo, etcé-
tera). Facilita la trazabilidad
individual de la decision.

Habilita la contestabilidad indi-
vidual, al permitir determinar si
la decisi6n se baso6 en variables
legitimas o en proxies discrimi-
natorios (por ejemplo, codigo
postal como sustituto de raza o
nivel socioeconémico).

SHAP (sHapley
additive expla-
nations)

Calcula la contribucién margi-
nal de cada variable utilizando
valores de Shapley. Proporciona
explicaciones globales y locales
del modelo (ieee Computer So-
ciety, 2024).

Es fundamental para audito-
rias regulatorias: identifica
qué atributos del modelo tie-
nen mayor peso y detecta la
influencia de atributos prohi-
bidos, sesgos estructurales o
correlaciones espurias.

Permite detectar discriminacién
indirecta y sesgos sistémicos,
garantizando transparencia
estructural. Es crucial para la
supervision estatal y el cumpli-
miento normativo en sistemas de
alto riesgo.

An3lisis contra-
factual

Ofrece escenarios alternativos
al responder: “;qué tendria que
cambiar para obtener un resul-
tado diferente?”. Evalda rutas
minimas de cambio para modi-
ficar la salida del modelo (Deep
Science Research, 2024).

Permite al individuo enten-
der como podria obtener
un resultado favorable en
el futuro y demuestra si el
sistema ofrece vias de mejora
accesibles, no discriminato-
rias ni imposibles de cumplir.

Restaura la agencia del usuario
al brindarle rutas claras de ac-
cion. Es esencial para el derecho
a impugnar, para el debido pro-
ceso tecnoldgico y para la equi-
dad en decisiones algoritmicas.

Fuente: elaboracién propia.
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jos: la responsabilidad por los fallos tiende
a recaer en los operadores humanos mas
cercanos a la accién (médicos, pilotos, con-
ductores), incluso cuando el sistema les
neg6 el control efectivo o la informacién
necesaria para evitar el error (Elish, 2016).

Al igual que la zona de deformacién de
un coche absorbe el impacto fisico para
proteger a los pasajeros, el operador hu-
mano absorbe el impacto legal y moral
para proteger la integridad del sistema
tecnolégico y a sus creadores corporativos.
Sin xal, el operador no puede defenderse
argumentando que el sistema le indujo a

error, ya que la “caja negra” no revela su
l6gica defectuosa. El humano se convierte
en el “fusible” que salta ante la catastrofe
(Akitra, 2024).

En este sentido, la regulacién actual
(como el Art. 14 del a1 Act) confia exce-
sivamente en el “Humano en el Bucle”
(urtr) como salvaguarda (European Union,
2024). Sin embargo, la evidencia psicoldgi-
ca sobre la interaccién humano-maquina
sugiere que esta supervision es a menudo
defectuosa, debido a dos sesgos cognitivos

reforzados por la falta de explicabilidad
(tabla 6).

Tabla 6.

Concepto/
Categoria

Descripcion técnico-juridica y cognitiva

Efecto sobrela
supervision humana

Implicacién para
laregulacion y la xar

Supuesto re-
gulatorio: HITL

El Art. 14 del a1 Act exige supervision hu-
mana significativa como salvaguarda para
sistemas de alto riesgo. Se asume que un

La supervision depende de la
capacidad del operador para
comprender las salidas del siste-

La efectividad del uitL queda
condicionada a la existencia
de explicabilidad robusta;

(Human in | operador humano puede detectar errores, | ma. Sila 1a es opaca, el operador | sin ella, la supervision es
the Loop) corregir sesgos y contradecir decisiones carece de herramientas para | meramente formal y no sus-
algoritmicas (European Union, 2024). cuestionar su razonamiento. tantiva.
Tendencia cognitiva a confiar en la reco- o
e - . La falta de explicabilidad po-
Sesgo de Au- | mendacién de la 14, incluso cuando existe | El operador acepta la recomen- . ;
R . > S E . .. | tencia este sesgo: sin razones
tomatizaciéon informacién humana contradictoria y dacién por defecto, omite verifi- P
: -2 ; . X explicitas de la 14, el humano
(Automation correcta. Surge de la percepcion de que car inconsistencias y reduce su . P
; PN o ”» S no tiene base epistémica
Bias) la maquina es objetiva, analitica y menos juicio critico. ara contradecirla
falible (Brown y Weif3, 2024). p
. | Fenoémeno en el que la fiabilidad percibida - La xa1 mitiga la complacen-
Complacencia . q 1040 per Aumenta la probabilidad de . 8 P
del sistema provoca una disminucién de Py cia al obligar al operador
de la Auto- . . ; errores no detectados y decisio- ,
S la vigilancia humana. El operador actia . a interpretar, evaluary
matizacion p » nes injustas, pues el humano o
: como un “sellador de goma”, aprobando . ; . contrastar explicaciones,
(Automation g -~ ; deja de monitorear activamente | . S
mecanicamente decisiones automatizadas s . incrementando el escrutinio
Complacency) la l6gica del sistema.

(Liu et al., 2023).

cognitivo.

Caso ilustra-
tivo de fallo
HITL en medi-
cina

Un algoritmo de seguros recomend¢ dar
de alta a una paciente usuaria de silla de
ruedas a un hogar en un quinto piso sin
ascensor. La 1a consider6 nicamente la
estabilidad médica, ignorando el contexto
fisico y social. El operador aprobé el alta
sin cuestionar la recomendacién (Parasu-
raman y Manzey, 2010).

El operador, afectado por com-
placencia y ausencia de explica-
bilidad contextual, no identificé

la laguna légica. La decisién
produjo un daiio grave.

Iustra que la supervisién
humana sin explicabilidad
es una ficcién regulatoria: la
1A requiere ofrecer razones
comprensibles y contextua-
lizadas para habilitar una
supervision efectiva.
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Para salir de este atolladero, la investiga-
cién propone transitar hacia un ecosiste-
ma de responsabilidad compartida habili-
tado por la xar, con el siguiente paradigma
de responsabilidad (tabla 7).

6. CONFIANZA PUBLICA Y EPISTEMO-
LOGIA

La confianza publica es el capital social
necesario para el despliegue de cualquier
tecnologia. En el caso dela 1a, esta confian-
za esta fracturada por el fenémeno de la
Aversion Algoritmica: la tendencia de las
personas a perder la confianza en un algo-
ritmo mas rapidamente que en un huma-

no tras ver un error, incluso si el algoritmo
es estadisticamente superior en general
(Dietvorst, Simmons y Massey, 2015).

Estudios empiricos demuestran que
permitir a los usuarios modificar ligera-
mente las predicciones de la 14 o entender
su margen de error reduce la aversion.
La transparencia sobre la precisién y el
funcionamiento interno (xa1) ayuda a los
usuarios a “calibrar” su confianza: saber
cuando confiar y cudndo ser escéptico en
lugar de una desconfianza o una fe ciegas
(He, Yang y Chen, 2024). Un aporte crucial
de la filosofia de la 1 es la distincién entre
estos dos conceptos, a menudo confundi-
dos (tabla 8).

personal médi-
co, funciona-
rios, analistas)

en la supervision
y decision final

ponsabilidad solo puede activarse cuan-
do la ia brinda razones comprensibles y
contrastables.

Tabla 7.
Actor Ambito de res- Contenido técnico-juridico dela obli- | Justificacion normativa y fun-
ponsabilidad gacion cional
. . . Sin explicabilidad incorporada
No se limita al c6digo fuente; incluye la prcabl’ rpore
L .. . . desde el disefio (ex ante) es im-
s obligacién positiva de integrar mecanis- ) .
Responsabilidad S posible reconstruir la cadena
. mos de explicabilidad. El desarrollador
en el disefoy . . causal que fundamenta la res-
Desarrollador . debe garantizar que el sistema pueda . .
arquitectura del . Lo iz ponsabilidad. La transparencia
. comunicar su légica de decisién, sus L .y
sistema P . técnica es condicién para la
limites operativos y los factores que 1 :
: auditabilidad y para evitar la
influyen en cada resultado. “ . »
zona de deformacioén moral”.
Debe asegurar que los operadores o
g que ‘0s op El contexto institucional deter-
Desplegador . comprendan las explicaciones propor- A s
Lo, Responsabilidad . . . mina si la supervision humana
(instituciones L cionadas por el sistema mediante capa- NP A .
10 organizacional y N N o es real o simbédlica. Sin incenti-
publicas, em- . citacién en alfabetizacion algoritmica. S .
. de implementa- . vos para el juicio critico, el hitl
presas, entida- . Asimismo, debe crear un entorno en el . .
. cién : . se convierte en mera legitima-
des usuarias) que contradecir al sistema no genere o . :
. : cién pasiva del sistema.
sanciones formales o informales.
El operador es el Gltimo eslabon
Operador hu- Ejercer un escrutinio critico basadoen | del proceso decisional: su res-
mano (jueces, | Responsabilidad | lasexplicaciones del sistema. Esta res- ponsabilidad depende de que

cuente con insumos inteligi-
bles. La xai restituye su agencia
y evita que funcione como un
“sellador de goma”.

La explicabilidad de la IA (XAI) como imperativo categérico para la seguridad juridica y la integridad ética

Fuente: elaboracién propia.
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Implicacion juridi-
co-normativa y para
la xar

Refuerza el Principio
de Autonomia Deci-
sional y el derecho a
comprender la evi-
dencia algoritmica
que afecta derechos,
garantizando un de-
bido proceso tecnolé-
gico sustantivo.

No satisface por si
sola los estandares
constitucionales de
transparencia ni
garantiza contesta-
bilidad ni control
democratico.

Es el estandar nece-
sario para decisiones
publicas o de alto
impacto: sin justifi-
cacién, una decision
explicable puede
seguir siendo incom-
patible con derechos
humanos.

Sienta las bases para
un modelo de gober-
nanza, donde la 1a no
solo sea transparente,
sino compatible con
el Estado constitu-
cional de derecho, la
igualdad y la digni-
dad humana.

Tabla 8.
Concepto Descripcion técnico-filoséfica Relev.a Ticla para e” usua
rio o ciudadano
Estudios empiricos demuestran que
cuando los usuarios pueden ajustar
ligeramente las predicciones delaiao | Empodera al usuario
Calibraciéon | visualizar el margen de error, dismi- al brindarle criterios
delacon- | nuye la aversion algoritmica. La trans- | para evaluar la fiabili-
fianza me- parencia operativa permite calibrar | dad dela1ay reducela
diante xar la confianza: saber cuando confiary | sensacion de arbitra-
cuando ser escéptico en lugar de adop- | riedad tecnolégica.
tar fe ciega o desconfianza absoluta
(He et al., 2024).
Es til para ingenie-
Explicacion causal y descriptiva: res- | ros, pero suele ser irre-
. .. | ponde a: “;como lleg6 la 1a a este resul- | levante para el ciuda-
Explicacion do?”. Revela | ia £ 1d d describ
(Explana- tado?”. Revela la secuencia factual de ano, pues describe
: activaciones, pesos o reglas internas | mecanismos internos
tion) . . -
del sistema (Stanford Encyclopedia of | sin ofrecer razones
Philosophy, 2015). normativamente com-
prensibles.
R “ Permite al ciudadano
esponde a: “;es esta una buena : s
2 o evaluar si la decisién
o razén para tomar esta decisién en I
Justifica- ; o s es legitima, justa y
S .. | nuestra sociedad?”. Identifica razones
cién (Justifi- ; o coherente con normas
4 normativas aceptables que legitiman | , . :
cation) ooz Lo éticas, laborales, admi-
la decisién con base en principios nistrativas o constitu-
publicos (Hadfield et al., 2019). X
cionales.
La meta de la tecnoética no es solo una
14 explicable técnicamente, sino unaia | Permite comprender
Insightde | capaz de generar razones normativa- sila decisi6on afecta
tercer or- mente validas. Un sistema puede ser | derechos o reproduce
den: hacia | explicable (mostrar que discriminé por | discriminacién estruc-
una “1a jus- | raza) y aun asi ser inaceptable moraly | tural, independiente-
tificable” | juridicamente. La xa1 es el medio técni- | mente de su correc-
co para auditar la validez de las justifi- cién técnica.
caciones (Hadfield et al., 2019).
Fuente: elaboracién propia.
7. CONCLUSIONES

La investigacion exhaustiva de los ejes éti-

cos, legales y técnicos conduce a una con-

clusién univoca: la Explicabilidad de la

Inteligencia Artificial (xa1) no es un com-

ponente opcional, sino el cimiento sobre

el cual debe construirse cualquier desplie-
gue legitimo de 1A en una sociedad demo-
cratica. A lo largo de este analisis, hemos
demostrado tres proposiciones funda-
mentales que desafian el determinismo
tecnolégico actual:

UAC] - Anuario de derecho, comercio internacional, seguridad y politicas publicas Ao 4, Namero 4, 2025,
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1. Hemos establecido, siguiendo la ética
kantiana, que la opacidad algoritmica
instrumentaliza al ser humano, redu-
ciéndolo a un medio (un vector de da-
tos) y negandole la agencia necesaria
para comprender y consentir su tra-
tamiento. Esto genera una forma de
violencia epistémica donde el sujeto es
evaluado, pero no escuchado.

11. El contraste entre los casos Loomis y syri
revela que la “Caja Negra” es incompati-
ble con el Estado de derecho. No existe
un verdadero derecho a la defensa si la
evidencia acusatoria (el perfil de riesgo)
es un secreto comercial inescrutable.
La justicia requiere no solo un resulta-
do, sino un procedimiento inteligible.

. El analisis del caso Deliveroo y los ses-
gos ocultos demuestra que un algorit-
mo “ciego” al contexto es inherente-
mente discriminatorio. Sin xa1, estos
sesgos operan en la sombra, protegidos
por la complejidad matematica, perpe-
tuando injusticias estructurales bajo
una apariencia de objetividad técnica.

Ahora bien, para transitar de una “1a de
Caja Negra” a una “1a Justificable”, se pro-
ponen las siguientes medidas imperativas:

1. Es necesario ir mas alla de los principios
éticos voluntarios (soft law) hacia mar-
cos vinculantes como la ai Act, pero con
una salvedad critica: la transparencia
no puede ser meramente técnica (c6-

digo abierto), debe ser epistémica. La
regulaciéon debe exigir que el sistema
provea razones comprensibles para el
afectado (“justificacién normativa”) y
no solo mapas de neuronas (“explica-
cién causal”).

1. Siguiendo el precedente de syri, cual-
quier sistema utilizado por el Estado
para asignar recursos o penalizar ciu-
dadanos debe ser auditable por disefio.
Recomendamos la implementacién
obligatoria de herramientas como shap
y andlisis contrafactuales en la fase de
pruebas para detectar discriminacién
indirecta antes del despliegue.

1. Debemos desmantelar la “Zona de De-
formaciéon Moral” que culpa injusta-
mente al operador humano. La legisla-
cién debe establecer que, si un sistema
no ofrece explicaciones claras y contex-
tuales, el desarrollador comparte la res-
ponsabilidad por los errores de juicio
del operador, mitigando asi el sesgo de
automatizacién y la complacencia.

Sin duda, la transicién hacia una 1a ex-
plicable no es un lujo académico ni un
freno a la innovacién: es el prerrequisito
para mantener la compatibilidad entre
el progreso tecnoldgico y la civilizacién
democratica. Los casos examinados nos
muestran dos futuros posibles: el camino
de Loomis, donde la eficiencia corporati-
va silenci6 los derechos civiles, o el cami-

La explicabilidad de la IA (XAI) como imperativo categérico para la seguridad juridica y la integridad ética
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no de syri, donde la transparencia actué
como salvaguarda de la libertad.

Por Gltimo, la pregunta fundamental que
enfrenta nuestra generacion legal y técni-
ca no es si podemos permitirnos el “costo”
computacional de la xal, sino si podemos
permitirnos el costo social y moral de su
ausencia. Una 1a que no puede explicar sus
razones es, en tltima instancia, una forma
de dominacién arbitraria. Solo una 14 jus-
tificable merece nuestra confianza y nues-
tro consentimiento.
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